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Abstract
Synchronous and asynchronous communication effects are considered in the cooperative control of uninhabited aerial vehicles where resource allocation is performed by an iterative network flow. We briefly outline both the single and iterative network flow assignment algorithms and their communication requirements. Then, using the abstracted communication framework found in the Air Force Research Laboratory MultiUAV simulator, a model is constructed to investigate the effects of fully synchronous or a limited form of asynchronous communication, in the form of message loss, on mission performance. These effects are observed in a sequence of vehicle-target scenarios where the task assignment is implemented as a redundant, centralized optimization.
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Introduction
Coordination and cooperation between uninhabited aerial vehicles (UAVs) has the potential to significantly improve their effectiveness in many situations. For the typical tasks that these vehicles must perform, i.e. search, detection, classification, attack, and verification, explicit vehicle cooperation may be required to meet specific objectives. Thus, the ability to communicate information between vehicles becomes essential and provides an opportunity to enhance overall capability.

While vehicle communications provide the opportunity to enhance performance, it is not without cost. Frequently, control algorithms are designed without regard to their associated communication needs or effects. For the control system designer, such treatment is undertaken to reduce algorithmic complexity and obtain a manageable result. Consequently, communication constraints and their effect on the control algorithms are quantified a posteriori. As an example of this design strategy, consider two previously studied approaches that quickly produce near-optimal single task assignments, and more recently, the near-optimal assignment of a sequence of tasks using an iterative network flow model. These studies did not specifically consider communication constraints or the potential effect on the performance of the cooperative control algorithms. One recent study has investigated fixed communication delays using MultiUAV, however it was of limited scope and did not include fully synchronized but delayed communication, Mitchell et al.

In this work, synchronous and asynchronous communication effects are considered in the cooperative control of UAVs with resource allocation performed by an iterative network flow. Specifically, we use a Monte-Carlo approach to investigate the effect of communication delays on mission performance for the two differing modes of decision operation, viz. fully synchronous and limited asynchronous. In the first mode, the vehicles are required to have a fully synchronized perception of their environment before making decisions. In the second mode, planning decisions are made after waiting a specified time-out period for communicated responses, while vehicles are subject to message loss. The resulting effects are observed
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in a sequence of vehicle-target scenarios where the task assignment is implemented as a redundant, centralized optimization (RCO). We compare the performance of the two operational modes for the vehicle-target scenarios based on the following averages: task transition time, number of kills and verifies completed per mission.

Initially, we outline the single and iterative network flow assignment algorithms and their communication requirements. Then, we briefly describe the MultiUAV simulator, and its framework that models vehicle-to-vehicle communication.

**Background**

We begin with a short description of MultiUAV including the general mission scenario architecture. This is followed by a succinct outline of the network flow task allocation algorithm, and its communication messaging requirements.

**Simulation Framework**

The MultiUAV simulator is capable of simulating multiple UAVs which cooperate to accomplish a predefined mission. Individually, the vehicles are capable of searching for, recognizing, attacking, and verifying targets.

The purpose of the simulator is to provide an environment that researchers can use to implement and analyze cooperative control algorithms. The simulation is built using a hierarchical decomposition where inter-vehicle communication is explicitly modeled. MultiUAV includes visualization tools and provides links to external programs for post-processing analysis. Each of the vehicle simulations include six-degree-of-freedom dynamics and embedded flight software (EFS). The EFS consists of a collection of managers or agents that control situational awareness and responses of the vehicles. In addition, the vehicle model includes an autopilot that provides waypoint navigation capability. With the original release, MultiUAV could simulate a maximum of eight (8) vehicles and ten (10) targets, however recent work eases the previous burden of extending these limits. The individual managers contained within the vehicles include: Tactical Maneuvering, Sensor, Target, Cooperation, Route, and Weapons. At the top level, these managers are coded as Simulink models, with supporting code written in both MATLAB script and C++.

**General Scenario**

Let us consider a set of $N$ simultaneously deployed vehicles indexed by $i \in \mathbb{Z}[1,N]$. The targets are categorized according to the value associated with their destruction. The individual targets are indexed by $j$ as they are found via search, so that we find $j \in \mathbb{Z}[1,M]$ with $V_j$ as the value of target $j$. The vehicles are provided no precise a priori information about the total number of targets or their initial locations. Potential target information is obtained by the vehicles via either on-board Automatic Target Recognition (ATR) methodologies or communicated information from other off-board sensor platform simulations. Once successfully classified as a target, the attack vehicle is selected. Upon reaching the selected target, the vehicle releases its munition and is subsequently declared an unavailable asset, i.e. attack is a terminal task. Finally, the selected target must be verified as destroyed to complete the target specific task chain.

Throughout the simulation, at each target state change or task failure, a resource allocation algorithm is executed to compute task assignments. The resulting assignment is sub-optimal. However, Rasmussen et al. have shown that these assignments are typically near-optimal in an average sense.

**Models**

The essential models used in the MultiUAV simulation are described in the following.

**Target Recognition**

The on-board ATR process is modeled using a system that provides a probability that the target has been correctly classified. The probability of a successful classification is based on the viewing angle of the vehicle relative to the target, Rasmussen et al. For this exercise, the possibility of incorrect identification is not modeled, however targets are not attacked unless a 90% probability of correct identification is estimated. Further details of the ATR methodology can be found in Chandler and Pachter, with a detailed discussion available in Chandler and Pachter.

In addition to the on-board ATR process, information potential target information can be communicated to the vehicles from other off-board sensor simulations. One example of an off-board
sensor scenario could be an aircraft loitering at some higher altitude and using a different suite of sensors, e.g. GlobalHawk or SensorCraft.

**Task Allocation by Network Optimization**

The weapon system allocation is treated as follows: individual vehicles are discrete, single unit supplies executing tasks that correspond to flows on arcs through the network, with the ultimate disposition of the vehicles representing the demand. Thus, the flows are zero (0) or one (1). We assume that each vehicle operates independently, and makes decisions when new information is received. These decisions are determined by the solution of the network optimization model. The receipt of new target information triggers the formulation and solving of a new optimization problem that reflects current conditions, thus achieving feedback action. At any point in time, the database on-board each vehicle contains a target set, consisting of indices, types and locations for targets that have been classified above the probability threshold. There is also a speculative set, consisting of indices, types and locations for potential targets that have been detected, but are classified below the probability threshold and thus require further inspection before striking.

The network flow model, seen in Fig. 1, is demand driven. The sink node at the right exerts a demand-pull of $N$ units, causing the nodes on the left to flow through the network. In the middle layer, the top $M$ nodes represent all of the successfully classified targets, and thus are ready to be attacked. An arc exists from a specific vehicle node to a target node if and only if it is a feasible vehicle/target pair. At a minimum, the feasibility requirement would mean that there is sufficient fuel remaining to strike the target if so tasked. Other feasibility conditions could also be considered, e.g. heterogeneous weapons or sensing platforms, poor look-angles. The center $R$ nodes of the middle layer represent potential targets that have been detected, but do not meet the minimum classification probability. We call them speculatives. The minimum feasibility requirement to connect a vehicle/speculative pair is sufficient fuel for the vehicle to deploy its sensor to elevate the classification probability. The lower-tier $G$ nodes model alternatives for verification of targets that have been struck. Finally, each node in the vehicle set on the left has a direct arc to the far right node labeled sink, modeling the option of continuing to search. The capacities on the arcs from the target and speculative sets are fixed at one (1). From the integrality property, flow values are constrained to be either zero (0) or one (1). Each unit of flow along an arc has a benefit which is an expected future value. The optimal solution maximizes total value. For a more detailed discussion, including the issue of the benefit calculation, see Schumacher et al.

**Single Pass Network Flow**

Single task assignment in MultiUAV is formulated as the capacitated transshipment problem (CTP). Due to the special structure of the problem, there will be an entirely integer optimal solution. Thus, solutions to this problem pose a small computational burden, making it feasible for implementation on the processors likely to be available on inexpensive UAVs.

**Iterative Network Flow**

Due to the integrality property, it is not normally possible to simultaneously assign multiple vehicles to a single target, or multiple targets to a single vehicle. However, using the network assignment iteratively, tours of multiple assignments can be generated. This is done by solving the initial assignment problem once, and only finalizing the assignment with the shortest estimated
arrival time. The assignment problem can then be updated assuming that assignment is performed, updating target and vehicle states, and running the assignment again. This iteration can be repeated until all of the vehicles have been assigned terminal tasks, or until all of the target assignments have been fully distributed. The target assignments are complete when classification, attack, and verification tasks have been assigned for all known targets. Assignments must be recomputed if a new target is found or a vehicle fails to complete an assigned task.

Information Requirements
The implementation of the task allocation algorithms outlined above requires communication of information between vehicles. Since both algorithms discussed here make use of network flow, the necessary information is common between them. The overarching optimization problem can be characterized as both centralized and redundant, i.e., each vehicle computes its own network flow.

Momentarily disregarding communication issues, the RCO problem requires a synchronized database of target and vehicle state information. With this, each vehicle computes the benefits for the arcs in the network, and solves an optimization problem to maximize the total benefit. From Mitchell et al., the MultiUAV network flow implementation requires, in general, the following communicated information: ATR data; target and vehicle positions; target, vehicle, and task status; and vehicle trajectory waypoints.

Communication
The communication simulation used in this work is very similar to that used in Mitchell et al., except that messages are subject to additional effects in the simulated vehicle communication at each major model update. At the present time, the major model updated occurs at 10 Hz. This fairly course grained update is necessary to maintain a reasonable run-time for individual scenarios to complete, in a larger Monte-Carlo sense, on a desktop/personal computer. The minor model update, which controls the vehicle dynamics and other underlying subsystems, is scheduled at 100 Hz.

The broadcast communication model is implicitly assumed for the vehicle communication. While not specifically targeted to address a particular physical implementation, such a choice encompasses the notions of time-division multiple access (TDMA) or time-division multiplexing (TDM) communication, e.g., Link-16 or Link-11, respectively.

General Effects
In general, each vehicle waits two major model updates to collect vehicle responses before solving a network flow problem to determine task assignments. This is taken to be a representative combination of both communication and processing delay in an ideal environment.

For the case of fully synchronized operation, the team has a single bad actor as a member whose delay is fixed for a given scenario. As a result, the team must wait before making decisions and executing a plan. This approach ensures that, in the presence of finite delays and no information loss, all known tasks will be completed, however the total mission time must grow accordingly. This penalty of increased mission time may or may not be acceptable in terms of overall performance and depends strongly on the total delay incurred.

In the case of asynchronous operation, the team again contains a single bad actor that is subject to degraded communication quality. Specifically, the bad actor drops certain incoming messages. As in the nominal simulation mode, the cooperating vehicles will only wait for the prescribed number of major model updates before planning their task assignments and executing the resulting plan. As a consequence, the bad actor may not be included in the new plans of the remaining vehicles. Likewise, the bad actor may not include other vehicles in its plan. Consequently, the vehicles’ differing perceptions of their environment make it difficult to guarantee that all tasks will be completed. In addition, we are unable to guarantee that redundant tasks will not occur, increasing the likelihood of inefficient resource usage.

Effects Based Modeling
In previous releases of MultiUAV, each vehicle’s Cooperation Manager provided for the accumulation of planning information based on simple delay timer implemented as a discrete unimonomial transfer-function of the desired degree.

\footnote{This delay is necessary to break algebraic-loops in the Simulink portions of MultiUAV.}
Fig. 2  Cooperation Manager subsystem for MultiUAV2.

Thus, the timer values could be set as desired to implicitly introduce communication or processing delays. This implementation, however, failed to meet more strenuous requirements on the Cooperation Manager levied by other growing simulation needs, e.g. unified treatment of assignment algorithms, auction control, grouped synchronous behaviours, etc.

Synchronized Perception

To meet the requirements mentioned above, a more flexible component was developed, called AssignmentControlS, and currently exists as a MATLAB s-function that is responsible for managing more advanced planning management such as message invoked planning, auction coordination, and the traditional timer controlled planning; Fig. 2. The algorithm uses vehicle properties associated with queuing delay, assignment processing delay, and communication delay to decide when to plan, and when to execute the computed plan.

Message Loss

The asynchronous communication component implemented for this study focused on a general effects based method of simulating message loss due to hardware/software malfunction, antenna masking, unfriendly electromagnetic environment, weather, etc. In addition to the vehicle properties mentioned above for synchronized perception, we add a property representing a vehicle’s incoming communication link quality. This link quality is treated as a percentage loss for incoming messages. Since this property is local to each vehicle, it can be manipulated throughout the simulation to represent communication link quality in response to changes in the vehicle’s environment.

Simulation

In this work, we investigate the effect of requiring fully synchronous communication or allowing limited asynchronous operation, in the form of message loss, on the performance of cooperating UAVs that use a iterative network flow of depth three (3) for task allocation. To study this, a Monte-Carlo approach is taken, consisting of fifty (50) individual simulations, each with a maximum mission time of $t_f = 200$ s.

Individual scenarios are composed of four (4) vehicles with three (3) targets distributed inside an area of responsibility (AoR) of approximately 16 mi$^2$. The vehicle properties are: constant velocity of 370 ft/s or approximately mach 0.33, constant altitude of 675 ft, minimum turn radius of 2000 ft, rectangular sensor footprint of approximately w:2000 ft x:600 ft, trailing edge sensor stand-off of approximately 2500 ft, and sufficient fuel for the required search operation. The ATR sensors are subject to a roll limit of 30°.

Since search is not the focus of this study, vehicles begin in a line formation, and initially follow a preprogrammed zamboni race search pattern through the AoR. The targets are uniformly distributed throughout the domain and oriented with uniformly random pose-angles.

A total of nine (9) Monte-Carlo scenarios are compared. Their designation and bad actor properties are as follows:

- $B_\ell$: baseline simulation, best link quality, no bad actors;
- $S_0$: as $B_\ell$, plan delay of 2 sec;
- $S_1$: as $B_\ell$, plan delay of 8 sec;
- $S_2$: as $B_\ell$, plan delay of 24 sec;
- $D_0$: as $B_\ell$, link quality at 0%;
- $D_1$: as $B_\ell$, link quality at 25%;
- $D_2$: as $B_\ell$, link quality at 50%;
- $D_3$: as $B_\ell$, link quality at 75%;
- $D_4$: as $B_\ell$, link quality at 95%.

In general, targets can take on the states: undetected, detected, classified, attacked, killed, verified. In the following, however, we are only interested in detected ($D$), classified ($C$), killed ($K$), and verified ($V$).

Results

The results of the simulations described in the previous sections are summarized in Figs. 3–7.
Fig. 3 Planning defects as a percentage of the total nominal tasks.

Planning Defects

Fig. 3 shows the number of planning defects occurring as a percentage of the nominal 600 total tasks per scenario, i.e. 4 tasks per target, 3 targets per mission, 50 missions per scenario. We distinguish between failed tasks and stolen tasks for both classification and verification.

Failed Tasks

A failed classification task indicates that a sensor pass on a known target failed to produce a combined ATR value of sufficient confidence to conclusively determine the target’s state. This is the result of viewing the target at a poor look-angle based on the ATR template. Individually, targets are oriented uniformly randomly and the resulting defects do not appear to be strongly correlated within or between the S and D scenarios.

While classification failures do not appear to be correlated, failed verifies display some scenario related non-uniform behaviour. At present, classification failures only occur if the predicted timing window is not met; currently verifications do not use an ATR template and any sensor pass will produce positive verification. We notice that for synchronized operation, there is a steady increase in failures with the exception of S2. This is related to the vehicle’s ability to reach the task in the time estimated using potentially stale position information about other vehicles. A rational for the reduction in S2 could be that as the synchronization time becomes a significant percentage of the time required to traverse the AoR, the vehicles obtain a more complete picture of the battlespace, thus improving decisions. This invokes the gaming trade-off between the benefit derived from acting quickly with limited information versus delaying action to obtain additional information. A full consideration of such a trade-off is beyond the scope of this work. However, as Fig. 3 indicates, to reduce task failures, it is best to act as quickly as possible with the available information.

Stolen Tasks

A stolen task indicates that an unplanned sensor pass over a known target. Stolen classification defects occur when planning cannot react quickly enough to changes in the environment and is related to proximity of targets in time and space. In the S scenarios, we see that these defects decrease as the synchronization time increases. This is a consequence of moving away from targets clustered in space or time before executing a plan. In the D scenarios, there does not appear to be sufficient information to identify a trend or declare the result uniformly random with reasonable certainty.

Stolen verification tasks for the S scenarios show a significant relative increase as the synchronization time increases. It is not immediately clear why this occurs. One possible explanation could be that as the vehicles return to service targets, target clutter that would have been seen in stolen classifications is moved to verification. In the case of the D scenarios, there is a marked decrease in stolen verifications. Reliable information...
about teammates provides for better cooperation, as is clearly demonstrated in Fig. 3.

**Task Completion**

The tasks of interest here are number of completed kill and number of completed verifies. This information is summarized in Fig. 4. We see that $S$ and $D$ scenarios, the synchronization delay and increased communication link quality, respectively, improves completed tasks. Scenario $S_2$ shows an approximately 15% improvements over the baseline scenario $B_\ell$.

For $D_0$, we have one bad actor that receives no information from his teammates, and we see that the mission performance is quite poor compared to $B_\ell$. However, with $D_3$, increasing the communication link quality to 75% produces a significant increase in completed tasks compared to $D_0$. Finally, with $D_4$, we see an approximately 25% increase in kill performance and nearly 30% improvement in completed verifies. These $D$ scenarios clearly demonstrate improved efficiency cooperation provides in executing a mission, and underscore the need for reliable communication.

**Task Transition Times**

The task transition time statistics for $D \mapsto C$, Fig. 5; $C \mapsto K$, Fig. 6; $K \mapsto V$, Fig. 7. Each task transition time is expressed as a fraction of the maximum simulation time, $t_f = 200$ sec. The notched box plots have whiskers at the extreme values that are within $1.5 \times$ the interquartile range (IQR) of each box. This visualization provides a convenient graphical $t$-test for comparison of the data distributions. Any common notch overlap between two boxes indicates that the medians agree with a 95% confidence level.

$D \mapsto C$:

From Fig. 5, we see that the medians for $S_0$ and $S_1$ are in agreement with $B_\ell$, however, the median transition time for $S_2$ shows a measurable increase. $S_2$ also indicates a skew shift to reduced variability in the upper quartile. The median transition time for $D \mapsto C$ is significantly affected only in $S_2$. While $S_1$’s median is slightly larger than for $S_0$, it does not appear to be outside the confidence interval. This fact, along with a tighter IQR, indicates that $S_1$ provides the best choice to minimize this $S$ scenario transition time.

The $D$ scenarios are quite similar even when the communication link quality is zero. All the medians agree within the significance level, and the only variability appears in the IQR for $D_0$. For $D$, we could presumably choose $D_2$ or $D_4$, as they appear very similar. In fact, the $D_i$ indicate that moderate communication to the bad actor is worse than even no communication. Of course, we prefer $D_4$ for the other benefits it can provide to cooperation. Initially, $D_0$ appears very attractive, but we must remember that, in this case, we are likely to have inefficient usage of resources as the bad actor may visit a target without regard to its teammates actions due to its lack of inbound communication.
Conclusions

In this work, we investigated the effects of synchronous and asynchronous communication on the cooperative control of uninhabited aerial vehicles where resource allocation was performed by an iterative network flow. We briefly outlined both the single and iterative network flow assignment algorithms and their communication requirements. Then, using the abstracted communication framework found in the Air Force Research Laboratory MultiUAV2 simulator, a model was constructed to investigate the effects of fully synchronous and a limited form of asynchronous communication, in the form of message loss, on mission performance. These effects were observed in a sequence of vehicle-target scenarios where the task assignment was implemented as a redundant, centralized optimization.

As this work confirms, it is difficult, in general, to optimize the performance of a single mission parameter without impacting others. In fact, favoring one mission parameter, e.g. minimum median transition time from detection to classification, may saddle the evaluator with worst case performance in another parameter; smallest maximum classify to kill transition time, continuing the previous example. To clarify these issues, we have shown that we can measure mission performance parameters in the context of evaluating cooperative control algorithms, and that the framework provided by MultiUAV2 permits overall mission goals and the performance of cooperative control algorithms to be analyzed together using multiple objectives.

In the case of synchronization delay, the extreme values of delay generally performed better in reducing median task transition times. The increased synchronization delay improved task completion, but produced mixed results in planning defects. For the single bad actor with varying communication link quality, more reliable communication provided reduced median task transition times, and clearly demonstrated the value of communication and cooperation in improving task completion efficiency. Unlike the synchronous case, more reliable communication produced less ambiguous results in reducing planning defects, and significantly improved verification defects as compared to little or no reliable communication.
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